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	Abstract and Goals
	The ultimate goal is to deliver the complete offline software suite for the BTeV experiment, both the infrastructure code and the physics code.  The short term goal is to prepare the ground for the above.  Our initial mandate is to provide a suite of well documented tutorial examples and the infrastructure which is necessary to support them.  We are working with the RTES project to ensure that our infrastructure code can communicate with their code.  We are working with the Trigger/DAQ group to understand the handoff from L1 to L2/3.  One of the medium term goals is to introduce GRID awareness.

	Leader(s)
	Rob Kutschke

	Stakeholder Organizations
	The BTeV Collaboration, CD-EXP-BTEV, CD-CEPA.  

	Participants and Effort
	Mark Fischler        ( 10 %  )

Lynn Garren          ( 30 % )

Jim Kowalkowski  ( 15 % )

Rob Kutschke       ( 50 % )

Marc Paterno        ( 15 % )

Julia Yarba            ( 35 % )

	Timeline and Schedule
	End of 2003, tutorial suite and infrastructure described below.

End of 2007, fully functional offline software suite. 

	Deliverables
	· A suite of well documented Tutorials which:

· Operate on existing files of MC events.

· Allow physicists with no C++ background to quickly do real work.

· Occupancy studies and simulated analyses.

· Form an “index” to the complete documentation.

· Introduce the supported tools.

· Teach good C++ practice.

· Sell C++.

· To support this we need working draft implementations of:

· Framework/Module/Service.

· EDM, including provenance but not persistency.

· Automatic management of unqiue root subdirectories for each module.

· Message logger.

· Exception handler.

· Geometry manager.

· Vertex finding package.

· Constrained fitting package ( vertex and mass ).

· Would love to do simultaneous.

· Combinatorics engine.

· “Dummy” executable which can be managed by RTES:

· Consumes CPU and memory.

· Generates error messages.

· Need not do anything real.

· Documents to define interfaces with Trigger.

	Plans
	· Keep collaboration informed of decisions made and pending.

· Invite input from collaboration as a regular part of making major decisions.

· Evaluate GRID tools and incorporate them as they mature.

· Reduce coupling between physics and infrastructure development.

· Strict const correctness and type safety from the ground up.

· We have a shot at this since we expect minimal legacy code.

· Educate developers and users.

· Evaluate SIUnits.

· Understand how to fill in the medium and long term deliverables and schedule.

· Find new people from the collaborating institutions.
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